SMOOTH MANIFOLDS FALL 2022 - HOMEWORK 7

Problem 1. Let G be a connected Lie group, and h be an ideal of Lie(G).

(a)

(b)
()

Show that there is a well defined action Ad : G — GL(Lie(G)/b) defined by

Ad(g)(X +b) = Ad(g9)X +b.
Show that if ¢ = exp(X) is sufficiently close to e € G, g € ker Ad if and only if the image of
ad(X) is contained in b.
Give an example of a Lie group and proper ideal for which Ad is faithful but Ad is trivial.

Solutions.

(a)

To see that Ad(g) is well-defined, we must show that if Y’ € Y +b, then Ad(g)Y’ € Ad(g)Y +b.
Since Ad(g) is linear, it suffices to show that Ad(g)h C b for every g € G. Since G is connected,
every g € G can be written as a finite product of elements of the form exp(X) for X € Lie(G).
Notice also that

Ad (exp(X1)exp(X2)...exp(Xy)) = Ad(exp(X1)) Ad(exp(X2)) ... Ad(exp(Xy)).
Therefore, it suffices to show that for every X € Lie(G), Ad(exp(X))h C bh. Finally, since

Ad(exp(X)) = exp(ad(X)), and ad(X) preserves b, the claim follows.
First, assume that ad(X) Lie(G) C h. Then

1
Ad(g)Y = exp(ad(X))Y =Y +ad(X)Y + 7 ad(X)2Y + ...

By asusmption, all terms except the first one belong to . Hence Ad(g)Y € Y + 9 for
all Y € Lie(G). Hence Ad(g) = Id, and g € ker Ad. Conversely, observe that since Ad is
a continuous homomorphism, ker Ad is a closed subgroup of G. Therefore, it is a closed Lie
subgroup, and there exists a neighborhood of e € G such that if g € ker Ad, then g = exp(X) for
some X € Lie(G), and g; = exp(tX) belongs to ker Ad for all ¢t € (—1,1). Since Ad(exp(tX)) =
Idpie(q)p for all t € (—=1,1), Ad(exp(tX))Y € Y +b. Hence,

d .1
ad(X)Y = — = lim — (Ad(exp(tX))Y —Y) €h
dt t—0 t

Since X € Lie(ker Ad) and Y € Lie(G) were arbitrary, we have finished the proof.

Let G = {(g 11)) :a>0,bE]R}, so that Lie(G) = {(g é) :s,te}R} = span{X,Y},

where X = <1 0> and Y = <O 1). It follows that [X,Y] =Y. Let h = R-Y. Since

t=0 Ad(exp(tX))Y
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Therefore, since the image differs from the input by an element of Y Ad(g) = Id for all g.
Since G is center-free, Ad is faithful.

[X,Y] =Y, it follows that b is an ideal. Furthermore, for g = <a b),
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Problem 2. If V is a vector space of dimension n and w € A¥(V) is an alternating k-multilinear

function and v € V, let t,w € A*~1(V) be the functional (wy, ..., wi_1) — w(v, w1, ..., we_1). Let

kerw ={v € V : 1,w = 0}.

(a) Show that kerw is a subspace of V.

(b) Prove or find a counterexample: for a fixed v, 1, : A2(V) — A(V) is never onto.

(c) Prove or find a counterexample: if W C kerw, then w induces a well defined alternating k-
multilinear function on V/W.

Solution.
(a) Let vy, vo € kerw. Then for every (w1, ..., wy_q) € VF71,
Loy tevaW(Wr, .oy wig—1) = w(v1 + cvg,wr, ..., Wg_1)
= w(v,wy,...,wE_1)+ cw(vy, wy,..., wg_1)
0+c-0
=0

Hence, ker w is a subspace of V.
(b) This is true. Indeed, fix a v, and notice that for any w € A*(V), t,w(v) = w(v,v) = 0. In
particular, v € ker t,w, so any § € AL(V) = V* such that §(v) = 1 cannot be in the image of ¢,.
(c) This is true. We define @ € AF(V/W) by

o(vr +W,... 00+ W) =w(vr,...,0).
To see that this is well-defined, it suffices to show that for any (w1,...,ws) € Wk, w(vy +

Wi, ...,V + wg) = w(vi,...,vx). Define z;0 = v; and 2,1 = wj, so that

w(vy +wi,...,0p +wg) = Z W(Z1,015- -1 2oy )

oe{0,1}*

Unless 0 = (0,...,0), at least one of the terms x; 5, is equal to w;. Since w; € W C kerw,
using the antisymmetry of w, it follows that the term vanishes. Hence the only term which
survives is the o = (0,...,0) term. Hence,

wvy +wi, ..., +wg) = w(vg, ..., v),

and w is well-defined on V/W.
O
Problem 3. Let V be an n-dimensional vector space and w € A¥(V). If W C V is a vector
subspace, let my : A¥(V) — A¥(W) denote the restriction map, Ty () = alw .

(a) Show that 7y is linear and onto. Use this to compute dim(ker 7y ).
(b) Find a basis for ker myy when V =R> W =R3 x {0} and k = 2.

Solution.
(a) Linearity follows immediately, since my (a+cfB)(w) = (a+cB)|w (w1, ..., wg) = a(w, ..., wk)+
cB(wi,...,wg) = mw(a)(w,...,wg) + crw(B)(wi, ..., wg). To see that it is onto, choose a

subspace W/ C V such that V = W&W’, and p : V. — W be the corresponding linear projection
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sending w + w' — w. If w € A¥(W), define @ € A¥(V) by @(v1,...,v) = w(p(v1),...,p(v))
(ie, © = p*w). Tt is clear that my® = w, so my is onto.
(b) A basis can be constructed as follows:

{dl‘l ANdxyg,dro Ndry,dxs A dxy,dry A\ drs,dre A dxs, dxs A dxs, dzg A dx5}
Indeed, these are 7 = (g) - (g) linearly independent elements of A%(R%), and each of them
becomes 0 on R3 since all of them involve at least one of dxs or dxs, which evaluate to 0 on R3.
O



